
Ensuring Fairness under Prior Probability Shifts

Problem Statement

Beneficiary’s Engagement (listenership) 

Proposed Framework: CAPE
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ResultsContributions
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Problem: COMPAS discriminates! [Angwin et al. 2016]

More likely to wrongly deny bail to an African-American.

Prior Probability Shifts 

Goal: 
Maximize Accurate + fair + robust to prior probability shifts

Results

Synthetic
Datasets

CAPE outperforms Max_Acc when there 
is significant shift in prior probabilities.

Real-world 
Datasets

Accuracy PE
(unfairness)Z=1    Z=0Method

CAPE 89 79 0.13

Max_acc 89 76 0.48

CAPE 69 64 0.08

Max_acc 68 55 0.37

CAPE does well on both fairness and accuracy.
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More results in the paper: comparison against 
various state-of-the-art fair algorithms, and on 
several fairness metrics.

Proportional Equality [Biswas and Mukherjee 2019]

Max_acc degrades linearly with increasing 
shift, but CAPE performs well throughout.


