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The phenomenon where the prior probability P(Y) -

changes between the training and test datasets, but
the class conditional probability P(X|Y") remains

unaltered. [Moreno-Torres et al., 2012]
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