
Introduction

• FaiR-N uses a novel distance to the boundary 

formulation in order to:

- reduce the disparity in the average ability of 

recourse (i.e. the change needed to get a 

positive outcome) between individuals in each 

protected group

- increase the average distance of data points 

to the boundary to promote adversarial 

robustness.

FaiR-N framework

• Given a binary classifier with a decision 
boundary, let x ∈ X be an input vector, let 

𝑠(x) be a stratification function that partitions 

the input dataset into 𝑘 groups based on 

one or more protected attributes.

• The fairness loss is:

• The robustness index:

• The overall objective is:

Distance to the Boundary Experiments

• Let 𝑓0(x) and 𝑓1(x) be outputs of the softmax 

layer of a neural network. The decision 

boundary is defined as:

• The distance to the boundary has been 

approximated as:

• However this requires slow Hessian 

computation. We propose a new formulation:

Let 𝑔0(x) and 𝑔1(x) represent the inputs (i.e.

logits) to the softmax function. We show that the 

distance can be approximated as:

• Theorem: The relation between 𝑑 (x, B) and 
መ𝑑(x, B) is monotonic and is expressed as:

• Corollary: Near the decision boundary, 𝑑 (x, B) 

≃ መ𝑑(x, B) 

• Results of training a vanilla neural network and 

FaiR-N for the datasets (UCI Adult, German 

Credit, MEPS):
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Relation to other fairness metrics

• There can be no formal guarantees on the 

relation of fairness via reducing recourse gap 

and fairness through other measures (the 

former relies on the distance to the boundary 

while the latter depend only on error rates).

• However, we show that our fairness loss also 

encourages the reduction in true and false 

positive rates between groups i.e., using this 

loss also helps improve on equalized odds

• Results compared to other baselines:

- Comparing our distance formulation to the 

original distance formulation

- Comparing if the distance calculated is 

comparable to distances calculated in the input 

space via a comparison with CERTIFAI

- Comparing to four state of the art methods 

that reduce error rate gaps

• Results of training a vanilla neural network and 

FaiR-N for the UCI Adult dataset with different 

hyperparameter combinations:


